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Summary 

Cell-cell communication involves a large number of molecular signals that 

function as words of a complex language, the grammar of which remaining 

mostly unknown. Here, we describe an integrative approach involving: i) 

protein-level measurement of multiple communication signals coupled to 

output responses in receiving cells; ii) mathematical modeling to uncover 

input-output relationships and interactions between signals. Using human 

dendritic cell (DC)-T helper (Th) cell communication as a model, we measured 

36 DC-derived signals, and 17 Th cytokines broadly covering Th diversity, in 
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428 observations. We developed a data-driven computationally validated model 

capturing 56 already described, and 290 potentially novel mechanisms of Th 

cell specification. By predicting context-dependent behaviors, we 

demonstrated a new function for IL-12p70 as inducer of Th17 in an IL-1 

signaling context. This work provides a unique resource to decipher the 

complex combinatorial rules governing DC-Th cell communication, and guide 

their manipulation for vaccine design and immunotherapies. 

 

Key Words: Cell-cell communication, systems immunology, mathematical modeling, 

signal Integration, immunology, T helper cell differentiation, dendritic cells.  

 

Introduction  

Cell-cell communication involves the exchange of molecular signals produced by a 

given cell and transmitting an effect through specific receptors expressed on target 

cells. This process requires the integration of multiple communication signals of 

different nature during homeostatic or stress-related responses. For example, the 

differentiation of pluripotent hematopoietic stem cells into mature myeloid or lymphoid 

blood cells requires the collective action of multiple cytokines, growth factors and 

Notch ligands (Balan et al., 2018). In the context of a stress, multiple signals need to 

be integrated by innate and adaptive immune cells, including cytokines, growth 

factors, inflammatory mediators, and immune checkpoints (Chen and Flies, 2013; 

Macagno et al., 2007). In most studies, these communication molecules have been 

studied as individual stimuli to a target cell, by gain- and loss-of-function 

experiments. This provided important knowledge on the downstream effects of the 

signals, but prevented from widely addressing their function in various contexts of 

other co-expressed communication signals. 

Context-dependency is an important aspect of verbal language communication, 

which can directly affect the meaning of individual words, but also modify the logic of 

syntactic rules (Cariani and Rips, 2017; Kintsch and Mangalath, 2011). Similarly, 

context-dependencies may dramatically affect the function of biologically active 

communication signals. For example, we have shown that 90% of the transcriptional 

response to type I interferon in human CD4 T cells depended on the cytokine context 

(Th1, Th2 or Th17) (Touzot et al., 2014). Other studies have identified major context-

dependent functions of immune checkpoints, such as OX40-ligand (Ito et al., 2005), 
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and regulatory cytokines, such as TGF-beta (Ivanov et al., 2006; Manel et al., 2008; 

Volpe et al., 2008). These studies suggest that communication molecules function as 

words of a complex language, with a grammar defining combinatorial rules of co-

expression, and mutual influence of one signal over the function/meaning of another 

signal.  

Three levels of biological complexity need to be integrated in order to decipher those 

combinatorial rules: 1) the multiplicity of input communication signals, in order to 

include as many possible contextual effects; 2) communication signals at their 

naturally occurring concentrations; 3) a large number of output responses in target 

cells, reflecting the impact of cell-cell communication, quantitatively and qualitatively. 

Those three levels create a bottleneck in deciphering cell-cell communication. 

Here, we have developed an integrative approach combining 1) the coupled protein-

level measurement of multiple communication signals and output response 

molecules in target cells, 2) a multivariate mathematical modeling strategy enabling 

to infer the input-output relationships for individual signals, taking into account the 

context/configuration of all other signals, and 3) experimental validation of model-

derived hypotheses. We have applied this framework to decipher human dendritic 

cell (DC)-Th cell communication, which potentially involves over 70 individual 

molecular stimuli (Chen and Flies, 2013), including cytokines, TNF family members, 

integrins, nectins, notch-ligands, and galectins (Tindemans et al., 2017; Zhu et al., 

2010; Zygmunt and Veldhoen, 2011). These molecules can all be expressed by DC, 

and function as communication signals to T cells (hereafter Th stimuli). They can be 

measured at the protein level by highly specific assays in order to optimize biological 

relevance. 

By using this unbiased data-driven approach, we could capture the simultaneous 

effects of large numbers of DC-T communication signals, in naturally occurring 

patterns and expression levels. Our systems level model revealed novel emergent 

and context-dependent mechanisms controlling Th cell differentiation. A similar 

framework can be applied to systematically decipher the communication of other cell 

types.  

 

 

Results  
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Generation of a unique multivariate dataset of human DC-Th cell 

communication 

In order to induce a broad range of DC molecular states, expressing various patterns 

of communication signals, human monocyte-derived-DC (MoDC) and primary blood 

CD11c+ DC (bDC), were activated for 24 hours with a diversity of DC-modulating 

signals (hereafter “DC perturbators”). These included 14 distinct stimuli that were 

grouped in three categories reflecting various physiopathological contexts: 1) 

Endogenous factors: IFN-β, GM-CSF, TSLP, PGE2; 2) Toll-like receptor ligands: LPS 

(TLR4 agonist), PAM3CSK4 (TLR1/2 agonist), Curdlan (Dectin1 agonist), Zymosan 

(TLR2 /Dectin1 agonist), R848 (TLR 7/8 agonist), Poly(I:C) (TLR3 agonist), 

Aluminum potassium sulfate (Alum, NLRP3 inflammasome inducer); 3) Whole 

pathogens: Heat-Killed Candida Albicans (HKCA), Heat-Killed Listeria 

monocytogenes (HKLM), Heat-Killed Staphylococcus aureus (HKSA), Heat Killed 

Streptococcus pneumoniae (HKSP), influenza virus (Flu). These 14 DC perturbators 

were used in distinct doses and combinations to further increase the diversity of DC 

communication molecules, and downstream functional effects (Table S1). In each 

independent experiment, we included a Medium condition as negative control, and 

LPS (100 ng/mL) and/or Zymosan (10 µg/mL) as positive controls. A total of 66 

perturbators were used on MoDC, and 16 on bDC, totaling 82 distinct “DC 

conditions” (C1-C82, see Table S1). 

In each DC condition, we measured 36 DC-expressed molecules, which influence Th 

cell differentiation in at least one published study (Star methods), and can be 

measured with a highly specific antibody-based assay. Twenty-nine were measured 

by FACS at the DC surface (Figure S1A), and 7 were measured in the 24 hours DC 

culture supernatant (Star methods).  

Following 24h culture in each of the 82 DC perturbation conditions, the same DC 

batch was used to stimulate naive CD4 T cells in a heterologous co-culture system. 

At day 6 of the co-culture, we measured Th cell expansion fold (Exp Fold), and a total 

of 17 distinct Th cytokines broadly representing the spectrum of Th cell output 

responses (Star methods). In total, we produced a unique dataset of coupled 

measurements of DC-derived Th stimuli, and Th response cytokines in 428 

independent observations, from 44 independent donors (Figure 1A, Table S2).  

 

Variability and specificity of DC communication signals  
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We asked whether our systematic DC stimulation strategy could generate important 

variations in the expression of individual DC-derived Th stimuli. All Th stimuli were 

expressed over at least three logs (Figure 1B), with high coefficients of variation 

(>0.44) (Figure 1C). Interleukins had the higher variability, (104 to 105), and high 

coefficient of variation, from 2.72 for IL-12p70 (IL-12) to 1.43 for IL-6. CD11a had a 

wide expression range (104) but the smallest coefficient of variation (0.44), with 

values distributed around the mean (Figure 1C). Hence, we were able to generate 

highly variable expression patterns for all Th stimuli.  

We sought to identify conserved, and specific patterns of Th stimuli in response to 

standard DC perturbators. We compared the expression levels of DC-derived Th 

stimuli in three conditions belonging to distinct classes of microbes, LPS (100 ng/mL) 

(Bacteria), Zymosan (10 µg/mL) (Fungi), and Flu (1X) (Virus), which were used 

across at least 17 MoDC biological replicates (Figure 1D). Medium-MoDC (negative 

control) expressed lower levels of activation-associated communication molecules 

(Figure 1D and S1B). We confirmed previous findings validating our experimental 

system: 1) Zymosan induced specifically IL-10 and IL-23, 2) Flu induced large 

amount of IL-28α, and 3) LPS and Zymosan induced large amount of IL-12 (Figure 

1D and S1B). In addition, we identified novel specific inductions of DC-derived Th 

stimuli: Zymosan-treated MoDC expressed the highest levels of CD54 and PVR, Flu-

treated MoDC specifically induced ICOSL, and LPS-treated MoDC induced the 

highest level of CD30L and CD83 (Figure 1D). Specificity of expression of a given 

signal for a given DC stimulation was determined using Wilcoxon statistical test 

(Figure S1B). Hence, standard DC perturbators induced specific patterns of Th 

stimuli. 

 

Defining the spectrum of DC communication states 

Next, we aimed at assessing the spectrum of DC communication states, as defined 

by their expression pattern of communication signals, across the 82 DC conditions. 

We computed the mean expression of biological replicates for each DC-derived Th 

stimuli and performed unsupervised hierarchical clustering, in order to identify 

classes of the most similar conditions (C1 to C82, y axis) and DC-derived Th stimuli 

(x axis) (Figure 2A). This revealed five groups of DC conditions (Figure 2B). Each of 

the four standard DC conditions (Figure 1D), belonged to different groups (Figure 

2A).  
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Group 1 was defined by the high expression of adhesion molecules such as CD18, 

ICAM-2, ICAM-3, and CD29, low levels of co-stimulatory molecules and cytokines, 

with the exception of high IL-28a. Group 2 showed low expression for most DC-

derived Th stimuli, but high levels of integrins, VISTA and B7H3, suggesting a 

capacity to interact with T cells and transmit co-inhibitory signals. Group 3 showed a 

complimentary pattern, lack of Group 1- and Group 2-specific molecules, and 

intermediate or high levels of co-stimulatory molecules, such as CD83, CD86, HLA-

DR, 4-1BBL and OX40L. This suggested potent T cell stimulating functions. Group 4 

exhibited high levels of molecules from the B7 and TNF super-families, such as 

CD80, CD86, PDL1, PDL2, CD40 but intermediate or low cytokine levels. In contrast, 

Group 5 showed the highest level of cytokines, and molecules of the B7 and TNF 

super-families (Figure 2B).  

Next, we sought to analyze intra-cluster heterogeneity. We selected three pairs of 

perturbators being the most closely related as defined by Euclidian distance (C32 

(MoDC HKLM MOI1) and C33 (MoDC HKCA MOI1), C47 (bDC LPS 100 ng/mL) and 

C48 (bDC HLKM MOI1), C61 (MoDC R848 1 µg/mL) and C62 (MoDC PAM3 10 

µg/mL)), and compared them for the expression of the 36 DC-derived Th stimuli 

(Figure 2C). C32 and C33 did not exhibit significant differences in CD80 and CD86 

expression reflecting equal level of DC activation. They were statistically different 

only for IL-6, with levels ranging from complete absence in C33 to over 1 ng/mL in 

C32 (Figure 2C). In contrast, the pairs C47/C48 and C61/C62 showed significant 

differences for multiple Th stimuli. C47 expressed significantly more CD86, PDL1 and 

IL-1 than C48. On the contrary, C48 expressed higher levels of 4-1BBL. C61 and 

C62 showed marked differences in CD70 and IL-12 (higher in C61), and OX40L 

(higher in C62) levels. Hence, each DC condition expressed unique combinations of 

DC-derived Th stimuli, suggesting different communication potential with CD4 T cells. 

An unsupervised Gaussian mixture model showed that the highest BIC value 

corresponded to 82 groups, confirming that each DC condition induced a unique 

profile of the 36 communication molecules (Figure 2D). 

Using principal component analysis (PCA), we showed that neither the date of the 

experiment, nor the donor batch had major impact on the clustering (Figure S1C, and 

Star methods). 

 

The heterogeneity of DC-induced Th cytokine responses  
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We characterized the diversity of CD4 T cell output responses, as assessed by Th 

cytokine profiles following co-culture of naive CD4 T cells with activated DC across 

the 82 conditions previously described. Th cytokines exhibited important variations 

across the 428 observations (Figure 3A). Some cytokines such as IL-2, TNF-α, GM-

CSF, TNF-β, IL-3 were always detected (Figure S2A).  

To identify Th subset signatures, we compared cytokine expression in our four 

standard conditions, Medium (negative control), LPS, Zymosan and Flu. The Th17 

cytokines, IL-17A and IL-17F were induced predominantly in Zymosan-MoDC. LPS-

MoDC induced mixed Th1, Th2 and Th9 responses characterized by high IFN-γ, IL-

13, IL-3, and IL-9, as compared to medium. Flu-MoDC, induced the Th2 cytokines IL-

4, IL-5, IL-31 (Figure 3B and S2B). These results indicated that in LPS, Zymosan and 

Flu conditions, each DC state induced a distinct set of Th cytokine responses, 

corresponding to prototypical Th signatures or mixed Th profiles.  

 

Th cytokine responses mirror the variability in DC communication states 

We asked whether Th cytokine responses would reveal distinct patterns, or a 

continuum of responses mirroring each of the DC communication states (Figure 2A). 

We performed a hierarchical Pearson clustering on our 18 distinct Th-derived 

variables, across the entire 82 DC-activating conditions (Figure 3C). This revealed 6 

distinct groups, although intra-group heterogeneity was evident in almost all groups. 

Interestingly, DC perturbation conditions (C1-C82) did not appear in the same order 

as compared to the DC communication signal clustering (Figure 2A), indicating that 

closely related patterns of DC-derived Th stimuli did not necessarily induce the 

closest patterns in Th cytokine responses.  

Group 1 was dominated by production of IL-10, IL-22, IL-5, GM-CSF, IL-3, IL-31, IL-

13, IL-4 (Figure S2C). Group 2 was the most heterogeneous, and included the 

inflammatory cytokines TNF-α and IL-6, co-expressed with variable levels of Th1 

(IFN-γ) and Th2 (IL-4, IL-13) cytokines (Figure S2C). Group 3 expressed IL-21, IFN-γ 

and IL-17F, but no or low IL-17A, suggesting the possibility of differential regulatory 

mechanisms (Figure S2C). Group 4 was dominated by the Th17 cytokines IL-17A 

and F, group 5 by IL-22, and group 6 by IL-2. Distinct sets of DC perturbation 

condition, hence patterns of DC-derived communication molecules, were associated 

with each of these groups (Figure 3C). This was the first suggestion of specific rules 

underlying input-output relationships in DC-Th communication. 
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Because of intra-group heterogeneity, we asked whether most correlated conditions 

within the same cluster would differ from each other (Figure 3D). C12 and C33 were 

associated to different levels in IL-17F, while C42 and C47 were different in IL-2, and 

C46 and C49 were different in IL-6 and GM-CSF levels (Figure 3D). As for the DC 

dataset, we found that 82 was the best number of groups in our Th-derived dataset 

based on a Gaussian mixture model (Figure 3E). This suggested that a single DC 

profile of communication molecules would induce a unique set of Th cytokines.  

 

A data-driven Lasso penalized regression- model predicts Th cytokine 

responses from combinations of DC-derived Th stimuli  

Having generated distinct patterns of DC-derived communication signals, associated 

with a diversity of induced CD4 T cell cytokine responses, the question of their 

relationship appeared critical in order to decipher DC-Th communication. Given the 

complexity of the dataset, and the lack of clear hypotheses concerning the majority of 

DC-derived Th stimuli, we applied an unsupervised mathematical modeling strategy 

(Figure 4A). 

 

The MultivarSel strategy with stability selection performed similar to the internal 

positive control, and better than other methodologies tested (Figure S3A and Star 

methods). Therefore, we applied MultivarSel to the modeling of our experimental 

data (Figure 4A). This methodology takes into account the dependencies that may 

exist among Th cell cytokines, and combines Lasso criterion and stability selection to 

select associations between DC-derived signals (INPUTS) and Th cytokines 

(OUTPUTS) (Star methods).  

Our multivariate model identified a large number of significant positive (red) and 

negative (blue) associations of the 36 DC-derived Th stimuli with the 17 Th-derived 

cytokines (Figure 4B). White squares represent the absence of significant association 

(Figure 4B). The frequency of selection obtained for each input-output association is 

provided in Figure S3B.  

Our mathematical model revealed 1) the impact of each DC communication signal on 

Th output responses, and 2) the critical regulators for each Th cytokine. For example, 

negative regulators of IL-10 were OX40L, 4-1BBL, IL-12, TNF-α, CD58, VISTA, 

Galectin-3, CD80, CD29, IL-1, ICAM-3, SLAMF3, IL-28α, CD83, and positive 

regulators were Jagged-2, PDL1, IL-10, CD11a, HLA-DR, ICOSL, CD100, CD30L, 
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CD18, ICAM-2, CD86 (Figure 4B). Hence, the model can predict the IL-10 production 

by responding Th cells for any DC, given the expression level of these molecules. It 

allows simulating loss or gain-of-function of an input. Similar insight can be obtained 

for each of the 17 Th cytokine responses, which may be explained by a combination 

of DC-derived communication signals.  

We used computational cross-validation to evaluate the error of prediction of our 

model (Figure 4C). For all Th cytokines, the multivariate outperformed the best 

univariate model (Figure S3C). We ranked Th cytokines based on their prediction 

errors: Th variables best explained by our model were IL-6, IL-17F, Exp Fold, and IL-

3 (Figure 4C). 

 

In order to address DC type specificity in model performance, we calculated the 

cross-validation error for each Th output of the MoDC and bDC dataset, respectively. 

Our model predicted equally well the majority of the outputs for the two DC types 

(Figure S3D). For a few outputs, mostly IL-22 and TNF-β, the model was more error 

prone in bDC than MoDC (Figure S3D). Interestingly, a higher prediction error was 

found for TNF-β only in 5 out of 118 observations (Figure S3E), where TNF-β levels 

were very high (range 6.7-22.2). This suggested that a TNF-β-promoting input signal 

might be involved in those 5 cases but not included in our model. For IL-22, more 

observations had a higher prediction error in bDC as compared to MoDC, but the 

prediction error range and distributions were similar, suggesting that the input-output 

relationship was conserved (Figure S3E).  

 

We performed hierarchical clustering for both DC and T cell-derived variables to 

identify co-regulations between Th outputs. We retrieved relevant clusters of Th 

cytokines belonging classically to the same Th subset (Figure 4B). Th2-related 

cytokines IL-13, IL-31, IL-5, IL-4, IL-10 and GM-CSF were found in the same cluster, 

suggesting that their induction would be controlled by similar mechanisms. IL-17A 

and IL-17F were also in the same cluster, implying that the model associated them 

with closely related DC communication signals (Figure 4B). Surprisingly, our model 

closely related IL-9 expression to IL-17A and IL-17F, suggesting common regulators. 

It also clustered IL-22 closer to the Th2 than to the Th17 cytokines. IL-21 was 

associated with the Th1 cytokines IL-2 and IFN-γ (Figure 4B). 
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Multivariate DC-Th model reveals novel regulators of Th cytokine responses 

We systematically confronted our model results to the literature, as a knowledge-

based validation, but also novelty assessment. We screened 178 relevant articles 

(Star methods) and extracted information on specific molecular control of a given Th 

cytokine by DC-derived signals measured in our model (Table S3). We computed a 

validation score based on the number of articles identifying the same associations 

than our model (Star methods). IL-12 ranked as the top DC communication signal for 

which our model predictions globally recapitulate existing knowledge (8 out of 13 

predicted associations). Among other known associations, IL-23 was positively 

associated with IL-17A and F, IL-10 was positively associated with IL-10 and 

negatively with IFN-γ, and CD40 was positively associated with IFN-γ.  

However, the model also predicted 290 associations that were not previously 

described. Putative novel regulators were identified for all Th outputs (Table S4). The 

robustness of each prediction could be estimated by the value of the coefficient and 

by the frequency of detection of the association (Table S4). Examples of high scores 

were for B7H3 and CD83 association with IL-4, 4-1BBL association with IL-9, ICOSL 

association with IL-13, and OX40L negative association with IL-22 (Table S4). 

Overall, literature knowledge was retrieved for 80 distinct input-output relationships 

presented in our model (Figure 4B), 56 were in agreement with our model, 

representing a global literature validation score of 70%. 

 

Systematic and independent experimental validation of model’s predictions  

We performed a systematic experimental validation by selecting a subset of target 

inputs and measuring systematically the Th outputs selected by our model. We 

assessed the novelty of each validated prediction (Table S3). 

First, we addressed systematic validations of model predictions by blocking 

experiments (Figure 5A). We performed a double in silico knock out for CD80 and 

CD86 in the three conditions, LPS (100 ng/mL), Flu (1X) and Zymosan (10 µg/mL) 

MoDC, in which CD80 and CD86 were highly expressed, and predicted an impact on 

15 distinct Th outputs (Figure 5B), 11 of which being successfully experimentally 

validated (Star Methods). The positive role of CD80 and CD86 on IL-3 and IL-31 

were to our knowledge not described elsewhere. The predictions that we failed to 

validate were for IL-4, IL-5, IL-10 and TNF-α (Figure S4A), all predicted to be 

decreased by CD80/CD86.  
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Then, we validated the effects of three additional inputs: IL-1, ICOSL and IL-12 used 

as exogenous factors (Figure 5C). First, we gave the selected input together with anti 

CD3/CD28 signals (Th0), and measured systematically all Th outputs predicted by 

the model to be influenced by that input. In the absence of any effect, we gave the 

selected input in a Th2 (IL-4) or Th17 (IL-6, IL-1β, IL-23 and TGF-β) condition, in 

order to detect additional synergistic or inhibitory effects required to validate the 

predicted effect. For example, it is not possible to validate the inhibition of a Th2 

cytokine without a significant production of this cytokine at baseline.  

 

We focused on the ten predictions made by our model for IL-1 (Figure 5D). By adding 

IL-1β to the Th0 condition, we were able to detect significant up-regulation of IL-6 

and IL-17F, and significant down-regulation of IL-10 and IL-13. IL-10 down-regulation 

and IL-6 up-regulation were also significant in the Th2 context (Figure S4B). In a Th2 

condition, we validated the significant up-regulation of TNF-α and down regulation of 

IL-9 by IL-1β (Figure S4B), not seen in Th0 (Figure S4B). In a Th17 condition we 

observed the positive effect of IL-1β on IL-17A. We could not validate the predictions 

regarding IL-21, IL-31 and IL-22 (Figure S4B). In total, 7 out of 10 predicted effects of 

IL-1 were validated. Interestingly, the positive role of IL-1β on the induction of IL-6 by 

Th cells was not known (Table S3), and may suggest new biology and amplification 

loops in an inflammatory context. 

 

We used a similar strategy to validate predictions regarding ICOSL, using an anti-

ICOS agonistic antibody. Overall, we validated 10 out of 16 predictions (Figure 5E, 

S4C, and Star Methods). Interestingly, five out of the 10 validated predictions were 

novel (Table S3): IL-5, IL-13, IL-3, GM-CSF and IL-22, suggesting common pathways 

to induce IL-22 and Th2 responses. 

 

Finally, we experimentally tested the predictions regarding IL-12 (Figure 5F). Adding 

IL-12 to the Th0 validated an induction of IFN-γ, IL-21, Exp Fold and TFN-β. We also 

validated the inhibitory role of IL-12 on Th2 cytokines (IL-4, IL-5, IL-13), IL-6, and IL-

22 production. Using the Th2 condition we further validated the inhibitory role of IL-12 

on IL-10 and IL-31. The effects of IL-12 on TNF-β, IL-31 and IL-6 have not been 

previously described (Table S3).  
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Since using our anti-CD3/CD28 system did not allow validating IL-12 effects on IL-2, 

IL-17F, IL-3 and IL-9 (Figure S4D), we wondered if DC-dependent factors could 

impact the role of IL-12 on these cytokines. We selected DC conditions with very low 

production of IL-12 (C51 and C55) (Figure 2A), and performed a co-culture with naive 

T cells adding or not IL-12. As a positive control, IL-12 was able to induce IFN-γ in 

both Zymosan and HKSA conditions (Figure S4E). We did not validate the role of IL-

12 on IL-2 or IL-17F regulation (data not shown). However, we validated that IL-3 

was induced by IL-12 in both Zymosan-DC (C51) and HKSA-DC (C54) (Figure 5G), 

while IL-9 was significantly up-regulated only in HKSA-DC. Overall, we were able to 

experimentally validate 13 out of 15 predictions regarding IL-12.  

 

Our systematic strategy established a validated prediction of the input-output 

relationship in 41 out of 56 cases (73.2%), 13 representing new mechanisms 

identified by the model. This number is similar or higher to the computational cross-

validation (Figure 4C). Predictions with higher stability selection frequencies were 

more validated than those with low stability selection (Figure S4F). However, the 

value of the model’s coefficients was not statistically different between the two 

groups (Figure S4F), indicating that the model efficiently captured associations with 

low coefficient values. 

 

Although IL-12 was the input best explained by our model, we could not validate the 

predicted association between IL-12 and IL-17F (Figure S4D), neither in the literature 

nor in our systematic experimental validation. Previous studies have shown either no 

impact (Volpe et al., 2008) or a negative impact (Acosta-Rodriguez et al., 2007) of IL-

12 on Th17 differentiation. We hypothesized that context-dependent effects may lead 

to new functions of IL-12, not accomplished by IL-12 as a single agent. 

 

Context-dependent model reveals a role for IL-12 in Th17 differentiation  

We designed a strategy to capture context-dependent effects of one input on any 

given output by integrating new composite variables into the model (Figure 6A). 

These new input variables were based on the co-occurrence of a given input with 

other DC-derived communication signals (i.e. contexts). They adopted the value of 

the given input (for instance IL-12) in each observation where the co-expressed DC 
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signal was present, and they took a zero value when the co-signal was absent. We 

could derive 455 context-dependent variables.  

The model including all context-dependent variables performed less well (higher error 

of prediction) than our classical MultiVarSel strategy (Figure S5A), most likely due to 

over fitting issues dependent on the dataset size, with a number of input variables 

exceeding the number of data points used to fit the model. Therefore, we derived 36 

models, each one integrating the context-dependencies of one input (Table S5). For 

each of these models, we reported the coefficient and the stability selection 

frequencies of each input (Table S5). In order to globally estimate the influence of 

context-dependencies within our data we quantified the number of times an input 

variable was selected, either “alone” or “with” another one. We derived percentages 

of context-dependencies and represented the results either per input (Figure S5B) or 

per output (Figure S5C). The inputs most likely to present “context-dependent” 

functions were PDL1 and SLAMF3, while CD11a and CD70 were mostly context-

independent (Figure S5B). When analyzing the outputs, the models revealed that all 

cytokines could be regulated by context-dependent mechanisms, with relatively 

similar percentages (range: 0.13-0.22) (Figure S5C).  

 

We used this strategy to explain the role of IL-12 in the control of Th17 differentiation 

through the identification of context-dependent effects. We found that adding context-

dependent variables for IL-12 improved the model predictions for IL-17F and 

performed equally well for IL-17A (Figure 6B). We then focused on DC-derived 

signals that were kept significant by the model, and observed distinct associations of 

the new IL-12 context-dependent variables with IL-17A and IL-17F (Figure 6C), 

including some differentially associated with IL-17A and IL-17F, respectively. Among 

various contexts, we found that IL-12 in the context of IL-1, ICAM-2 or Jagged-2 was 

associated with IL-17F, while IL-12 in the context of CD70, IL-23 or LIGHT was 

associated with IL-17A.  

 

As a first level of in silico validation, we selected a DC condition in which IL-12 was 

co-expressed with many of these contexts, and DC-derived signals induced IL-17A 

and F by responder Th cells. Zymosan (10 µg/mL) on MoDC fulfilled these criteria 

(Figure 1D and 3C). To study the specific effects of IL-12 in the context of all other 

DC communication signals induced by Zymosan, we performed in silico IL-12 knock-
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out in the IL-12 context-dependent model. We compared predicted values for IL-17A 

and IL-17F when IL-12 was kept or not in the model (Figure 6D). In silico knock-out 

of IL-12 diminished the production of both IL-17A and IL-17F in the Zymosan (10 

µg/mL) condition. As experimental validation, we performed independent DC/T 

coculture experiments using MoDC treated with 10 µg/mL Zymosan, in the presence 

and absence of IL-12 neutralizing antibody (Figure 6E). Blocking IL-12 significantly 

decreased the production of IL-17A and IL-17F, as predicted (Figure 6E), and 

inhibited IFN-γ production (Figure S5D). The same model predicted no effect of 

blocking IL-12 in Curdlan-MoDC (Figure S5E), which we experimentally validated 

(Figure S5F).  

 

Synergistic interaction between IL-12 and IL-1 explains induction of IL-17F 

without IL-17A 

Our model predicted distinct roles of IL-12 on IL-17A and IL-17F production 

depending on the context in which IL-12 is expressed. Interestingly, IL-12, IL-1 and 

CD80 were the top variables almost systematically selected by the model to explain 

the differences between IL-17A and IL-17F (Figure 7A). This corroborated the results 

in Figure 6C where we found that IL-12 in the context of IL-1 was associated to IL-

17F but not IL-17A. The model estimate for a stability selection of <0.8 indicated that 

IL-12, IL-1 and CD80 were positive contributors to the differences between IL-17A 

and IL-17F (Figure S6A). Consequently, we hypothesized that the combination of IL-

12 with IL-1 would induce IL-17F independently of IL-17A. 

To experimentally validate our hypothesis, we used a DC-free Th polarization assay, 

allowing us to specifically study the interaction between IL-12 and IL-1 regardless of 

any other molecular context. Naive CD4 T cells were polyclonally activated with anti-

CD3/CD28 beads, and put in distinct cytokine treatments: Th0 (no cytokine) and Th2 

(IL-4), as negative controls, Th17 (IL-1β+IL-23+IL-6+TGF-β) as a positive control, IL-

12, IL-1β, and IL-12+IL-1β. IL-12 alone induced IFN-γ and IL-21, and inhibited Th2-

related cytokines, as expected (Figure S6B). IL-12 alone induced neither IL-17F nor 

IL-17A, but combining IL-12 to IL-1β dramatically induced IL-17F at levels 

comparable to the positive control, without detectable amount of IL-17A, which fully 

validated the model predictions (Figure 7B). 
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This effect was specific to the IL-12+IL-1β combination, since neither IL-6, nor IL-23, 

nor TGF-β alone or combined to IL-12, could induce IL-17F expression (Figure S6C). 

The exact same pattern of Th cytokine expression was obtained by combining IL-1α 

or IL-1β to IL-12, which fitted model predictions since those two variables were highly 

correlated (Figure S6D). The capacity of IL-12+IL-1β to induce IL-17F was resistant 

to the presence of other Th differentiation factors, such as IL-4 (Figure S6E). Using 

cell trace violet (CTV) (Figure S6F) we could show that the production of IL-17F 

could not be attributed to distinct proliferation capacity of Th cells in the IL-12+IL-1β 

condition.  

 

Next, we questioned whether Th cells generated in the IL-12+IL-1β condition would 

express transcription factors classically associated to Th17 differentiation. We 

measured 63 RNA transcripts by qPCR in Th0, Th2, IL-1β, IL-12, IL-12+IL-1β, and 

Th17 conditions (Table S6). The 63 genes included master regulators of the Th1 and 

Th2 subsets, such as T-bet and GATA3, respectively, and Th17 regulators, such as 

RORc, STAT3, BATF, and SATB1 (Ciofani et al., 2012). IL-17A and IL-17F regulation 

at the mRNA level mirrored the protein level (Figure S6H). IL-12+IL-1β induced 

significantly more RORc, BATF, and Bcl6, than IL-12 or IL-1β alone (Figure S6H), 

which could explain the induction of IL-17F and IL-21. Still, the levels of RORc and 

Bcl6 were lower in IL-12+IL-1β than in Th17 condition (Figure S6H). T-bet was highly 

induced in IL-12+IL-1β in comparison to IL-12 or Th17 conditions, indicating that Th1 

differentiation was maintained, and that T-bet did not inhibit IL-17F production. IL-

12Rb2, a Th1 marker, was downregulated by IL-1β when added to IL-12, while IL-12, 

IL-12+IL-1β and Th17 conditions all induced the IL-23 receptor (Figure S6H). SATB1 

was specifically up-regulated in IL-12+IL-1β in comparison to Th17 or IL-1β alone 

(Figure S6H), suggesting that it could play a role in the specific up-regulation of IL-

17F.  

In order to globally assess the expression of the various Th lineage-specific factors, 

across IL-12- and IL-1-containing conditions, we performed a PCA including all 63 

mRNA variables (Figure S7A). Cells from the IL-12+IL-1β condition had an 

intermediate expression pattern, between the IL-12 (Th1) and Th17 conditions. By 

decomposing the PCA space into vectors for each variable, we found that IL-17F, IL-

23R, ICOS, and T-bet, projected predominantly along the IL-12+IL-1β condition 

(Figure S7B), again pointing at mixed Th1/Th17 features. 
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We then addressed the link between IL-12 and IL-17A, in various contexts. IL-12 with 

IL-23 were predicted to induce IL-17A but not IL-17F (Figure 6C). In a DC-free Th 

polarization assay, we used IL-12, IL-23, or IL-12+IL-23, and found that none of 

these conditions induced IL-17A (Figure 7C). We hypothesized that a third input 

could explain the positive link between “IL-12_with_IL-23” and IL-17A. Using an 

unsupervised analysis, we found IL-1 as a top variable with the highest correlation 

(Figure S7C). In addition, IL-12 and IL-17A positive correlation was significant 

specifically in the group of data points where IL-23 and IL-1 were expressed (Figure 

S7D and S7E), and was lost when only IL-1 or IL-23 were expressed with IL-12 

(Figure S7D). Therefore, we tested if IL-12+IL-23 would induce IL-17A in the 

presence of IL-1β. We validated a significant induction of IL-17A, with no effect on IL-

17F, when IL-12 and IL-23 were given in the presence of IL-1β, as compared to IL-12 

or IL-23 (Figure 7C). We measured IL-17A and IL-17F by qPCR and retrieved the 

same induction pattern (Figure S7F). Last, we could show that RORc was higher in 

IL-12+IL-23+IL-1β than in IL-12+IL-1β (Figure S7F).  

 

Finally, we observed that our modeling strategy always identified CD58 as a main 

Th17 inducer since it impacted positively both IL-17A and IL-17F (Figure 4B and 6C), 

an association that we had not seen through our systematic literature review (Figure 

4D and Table S3). To test this hypothesis, we used an agonist anti-CD2 antibody that 

mimics the presence of CD58 (Star Methods). As predicted, IL-17A or IL-17F were 

not induced by anti-CD2 alone in Th0 condition. However, anti-CD2 significantly 

induced the production of IL-17A and IL-17F in Th17 conditions (Figure 7D), which 

was confirmed by intracellular FACS staining (Figure S7H and S7I), with IL-17F 

upregulation restricted to IL-17A positive cells (Figure S7I).  

 

In order to establish the cytokine co-expression profiles of IL-12+IL-1β-treated Th 

cells at single cell level, we performed intracellular cytokine staining (Figure 7E). We 

confirmed that IL-12+IL-1β induced significantly more IL-17F-positive Th cells without 

co-production of IL-17A (Figure 7F). In naive CD4 T cells polarized with the Th17 

cytokine cocktail (IL-1β, IL-6, TGF-β, IL-23) we mainly found two subsets of Th17 

cells, producing either IL-17A or IL-17F, with very few cells co-producing both 

cytokines. To check for in vivo existence of those IL-17A and IL-17F single 
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producers, we analyzed the human CD4 T cell memory compartment by intracellular 

FACS in healthy donor PBMC. We could identify a small fraction of Th cells 

expressing only IL-17F in the absence of IL-17A, suggesting that this phenotype 

constitutes a differentiation endpoint (Figure 7G).  

To gain more insight into the functional properties of these “Th17F” cells, we studied 

their co-production with IL-21, IFN-γ, and IL-22, all being relevant to the Th17 and/or 

IL-12 pathways, in vitro (Figure S7J) and ex vivo (Figure S7K). Among IL-17F+IL-

17A- cells generated with IL-12 and IL-1β, the majority co-produced IFN-γ (41.8%), 

IL-21 (10.5%) or both (24.1%) (Figure 7H) reflecting a dominant role for IL-12. IL-

17F+/IL-17A- memory CD4 preferentially co-expressed IL-21 (30.3%), and IL-21 

together with IFN-γ (17.5%) (Figure 7I), which matched the in vitro differentiated CD4 

T cells. In addition, the percentage of IL-17F+/IL-17A-/IL-22-/IL-21-/IFN-γ- cells 

between in vitro IL-12+IL-1β stimulation, and the ex vivo restimulated memory 

compartment was similar (22.2%), which indirectly supported that IL-12+IL-1β 

induced the emergence of IL-17F single producers.  

Taken together, our results demonstrated a synergy between IL-12 and IL-1 in 

inducing IL-17F single producing Th cells, with possible physiopathological 

relevance.  

 

Discussion 

Cell-cell communication may involve several tens of communication signals 

functioning concomitantly and possibly interacting with each other. These signals in 

turn modify many molecular and functional parameters in target cells. Such 

complexity cannot be captured and formalized without an integrated mathematical 

modeling approach. Theoretical models of Th cell differentiation have already been 

established (Abou-Jaoude et al., 2014; Naldi et al., 2010), and include a large 

number of possible inputs to T cells. However, they suffer from three limitations: 1) 

they include input signals that may be expressed by diverse cell types, in different 

anatomical locations, 2) they do not recapitulate combinations of input signals in their 

naturally occurring patterns and concentrations, 3) they use prior knowledge to infer 

input-output relationships, which does not integrate possible context-dependencies 

and interactions. In parallel, data-driven models have been developed in response to 

predefined stimuli, such as Th17 (Yosef et al., 2013) or Th1/Th2 (Antebi et al., 2013), 

which do not recapitulate the integration of multiple communication signals. In our 
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study, we applied an unbiased data-driven approach specifically designed to model 

DC-Th communication. Combinations and concentrations of input communication 

signals were measured as naturally determined by their intrinsic biological regulation. 

Subsequently, the input-output relationships were learned from the experimental 

data, and integrated any underlying context-dependency and interaction, even when 

not previously described. This maximizes the relevance of the model and the 

potential for novel discoveries. 

Cells can change state in response to environmental cues, a concept defined as 

plasticity (da Silva-Diz et al., 2018; Liu et al., 2001). Each cell state may be 

associated to different communication potential, i.e. different expression patterns of 

communication signals (Soumelis et al., 2002; Wang et al., 2014). In order to broadly 

cover the possible DC states, we used various DC stimulatory conditions (cytokines, 

virus, bacteria, fungi), at various doses, and combinations, and across a large 

number of observations (>400). This prevented from biasing our observations 

towards certain quantitatively or qualitatively extreme behaviors. After the model has 

learned the rules from such an extended range of observations, we anticipate that it 

should be able to predict behaviors in situations not necessarily covered in our 

original dataset, as confirmed in our computational and experimental validations. This 

opens possibilities of applications in many areas of immunology, inflammation, and 

immunotherapy. 

RNAseq has offered a means of capturing the expression of many communication 

signals and their receptors, in order to infer cell-cell communication between various 

cell types (Vento-Tormo et al., 2018). However, the RNA-to-protein correlation can 

be rather low (Liu et al., 2016), and varies a lot depending on the gene (Edfors et al., 

2016). Consequently, RNA copies of a gene cannot be associated to a given 

functional output, preventing quantitative mathematical modeling. Functional 

response in target cells can only be estimated indirectly, through surrogate activation 

markers, which is most often not performed. In our approach, all measurements of 

communication signals and output variables were done at the protein level, hence 

directly measuring the bioactive communication molecules, with a direct link to a 

specific response in target cells. This ensures robustness of the modeling strategy, 

as evidenced by our model’s ability to recapitulate most of the known relationships in 

DC-Th cell communication. 
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Modeling complex biological behaviors in a quantitative manner is challenging. In 

data-driven models, it relies in large parts on the choice of explanatory (input) 

variables, which drive the induction/regulation of output variables. Here, we have 

selected DC-derived communication molecules through an exhaustive literature 

mining. The model was able to integrate 36 input and 18 output variables in a 

quantitative manner, which makes it a reference in the field. We have been able to 

describe patterns of DC communication molecules in a way that goes beyond the 

classical view of immature versus mature DC (Banchereau and Steinman, 1998; 

Guermonprez et al., 2002). In fact, we showed that almost each DC stimulatory 

condition leads to a distinct DC state. This is a first step into defining general 

combinatorial rules of DC-derived communication molecules: co-expressed 

molecules form the basis of putative context-dependent effects. Through the large 

number of variables handled by the model, we have identified 290 novel associations 

explaining major immunoregulatory cytokines, which may lead to the discovery of 

novel functions of known DC molecules, and suggest novel therapeutic targets.  

Going further into the complexity of communication, we explored context-

dependencies of communication signals. In verbal communication, the context may 

dramatically alter the meaning of an individual word. Currently, there is no systematic 

way to search for context-dependencies in biological communication. In our modeling 

strategy, we have devised a method that introduces context-dependent variables for 

a given molecule. This allows for unbiased identification of context-dependent 

functions, which would have been missed by classical regression models. For 

example, we identified a new function for IL-12 in promoting IL-17F production by Th 

cells, which was completely unexpected based on prior knowledge (Korn et al., 

2009). Identifying such context-dependencies before therapeutic targeting of a DC-

Th communication molecule, may improve the prediction of its effect.  

Given that DC-Th communication is central to a large number of physiopathological 

conditions (Keller, 2001), we can foresee multiple applications of the model. Based 

on expression pattern of DC molecules, the model can predict the induced Th 

cytokine profile. Quantitative measurements of DC communication molecules in a 

given disease or in an individual patient ex vivo can be used to simulate the 

corresponding Th response. Depending on the outcome, strategies may be devised 

to re-orient the response towards a protective or less pathogenic profile, again 

through model-based predictions. Alternatively, starting from a Th profile (cytokine or 
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groups of cytokines), the appropriate molecular targets can be manipulated through 

gain- or loss-of-function experiments in order to amplify or inhibit a given Th cytokine. 

Last, the model can help predict the most appropriate vaccine adjuvant to obtain a 

protective immunity to some microbes, or to re-orient a pathogenic Th response. For 

example, all DC molecules positively associated in the model to Th2 responses are 

potential targets to decrease pathogenic Th2 allergic inflammation (Ito et al., 2005; 

Nakayama et al., 2017; Soumelis et al., 2002).  

Using DC-Th communication as a model, we have established a framework that can 

now be applied to other types of cell-cell communication following 5 major steps: 1) 

systematic perturbation of the “sender” cell in order to generate a diversity of 

communication states, 2) broad, quantitative and protein level measurement of 

communication molecules relevant to the “sender” cell, 3) systematic quantitative 

assessment of the response in “receiver/target” cells, 4) MultivarSel modeling of the 

input-output relationship, which defines communication rules, 5) in silico and 

experimental validation. Currently, we believe that cell type-specificities in the 

expression of communication molecules and in their function would prevent from 

generalizing our DC-Th model to other cell types. Comparing different quantitative 

models of cell-cell communication will ultimately tell us whether cells speak the same 

language, i.e. whether they express similar patterns of communication molecules, 

and whether the same communication molecule has the same meaning/function 

when expressed by two different cell types.  
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Figure Legends  

Figure 1: Variability and specificity of DC communication signals. A) 

Experimental strategy B) Raw expression values of the 36 DC communication 

signals (n=428 data points) C) Statistical descriptors of the 36 DC communication 

signals: expression range (log magnitude), percentage of positive observations 

among the 428 datapoints, coefficient of variation. D) Average expression values and 

Standard Deviation (SD) shown for the four indicated DC signals for MoDC. 

 Figure 2: The diversity of DC states is defined by unique combinations of 

communication molecules. A) Heatmap showing expression values of each 36 DC 

derived signals performed with hierarchical clustering on Pearson metrics for the DC 

signals and Euclidian distances for the 82 DC conditions B) Expression profiles of the 

36 communication molecules within the five groups of DC conditions defined by 

hierarchical clustering. Expression data were logged and scaled so as µ represents 

the mean and σ the SD of the expression of a given DC signal across the whole 

dataset. C) Average expression values and SD for selected DC signals for pairs of 

stimulatory conditions defined as being the most correlated within our dataset by 

Pearson correlation. D) Best number of groups by gaussian mixture model 

determined using the 428 points of the 36 DC parameters. 

Figure 3: Th cytokine responses mirror the variability in DC communication 

states. A) Raw expression values of each of the 18 Th derived parameters (n=418 

data points). B) Average expression values and SD for all Th derived signals in 

MoDC conditions, Medium, LPS, Zymosan and Flu. C) Heatmap of expression 

values of each 18 Th parameters performed with hierarchical clustering on Pearson 

metrics for the DC signals and Euclidian distances for the T cell conditions. D) Mean 

expression values and SD of Th signals for pairs of conditions selected as being the 

most correlated within our dataset by Pearson correlation. t-test. E) Best number of 
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groups by gaussian mixture model determined only using the 428 points of the 18 Th 

parameters. 

Figure 4: A data-driven Lasso penalized regression model predicts Th 

differentiation outcomes from DC-derived communication signals. A) 

Mathematical modeling strategy. B) Heatmap of the model’s coefficient values of the 

MultivarSel derived model explaining the 18 Th parameters based on the 36 DC 

derived signals. Pearson correlation-based hierarchical clustering. C) Prediction error 

values obtained by 10-fold cross-validation for Th parameters using the multivariate 

model (yellow) and the best univariate model (grey) within the 36 DC signals. D) 

Literature-based validation score. For each DC signal, all predicted associations with 

Th cytokines were categorized as “new”, “validated” or “contradictory”. 

Figure 5: Independent and systematic experimental validation of model’s 

prediction. A) CD28 blocking experimental design in DC-T coculture B) Comparison 

of the predicted versus observed Fold change following CD28 blocking. n=6 donors. 

C) Experimental scheme of the “adding” validation procedure used in D-F. D) DC-

free validation experiment studying the effect of adding IL-1β in Th0, Th2 and Th17. 

Naive T cells were stimulated by anti-CD3/CD28 beads. n=6 donors. E) DC-free 

validation experiment studying the effect of adding ICOS in Th0, and Th17. Naive T 

cells were stimulated by coated anti-CD3 and ICOS antibodies and soluble anti-

CD28. n=6 donors. F) IL-12 validation experiments in DC-free system. Naive T cells 

were stimulated by anti-CD3/CD28 beads in Th0 and Th2 conditions. n=8 donors. G) 

Validation of IL-12 predictions regarding IL-3 and IL-9. bDC were cultured with naive 

CD4 T cells. IL-12 at 10 ng/mL was added for 6 days. n= 6 donors. For B, D-G, each 

panel shows the mean and SD of cytokine concentration measured on restimulated 

Th supernatants. Wilcoxon test. 

 Figure 6: Context-dependent model reveals a role for IL-12 in Th17 

differentiation. A) Context-dependent modeling and application to IL-12. I: input. O: 

output. B) Error of prediction values obtained by 10-fold cross-validation for IL-17A 

and IL-17F, comparing the best univariate model (grey), MultivarSel (yellow), and 

MultivarSel with context-dependencies (blue). C) Heatmap of model’s coefficient 

value of the context-dependent multivariate model explaining IL-17A and IL-17F. D) 

Model predictions on IL-12 in silico KO in the condition Zymosan-MoDC for IL-17A 

and IL-17F values (blue), compared to experimental values in the presence of IL-12 

(yellow). E) Concentrations of IL-17A and IL-17F produced by Th cells after 
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differentiation with zymosan-MoDC, in the presence of anti-IL-12 neutralizing 

antibody or matched isotype. n=6 donors. Paired t-test. 

Figure 7: Synergistic interaction of IL-12 and IL-1 promotes IL-17F without IL-

17A. A) Stability selection frequencies of selection of the different DC signals by a 

multivariate model explaining the difference between IL-17F and IL-17A. B) 

Concentration of cytokines measured on restimulated Th supernatants. Naive CD4 T 

cells were differentiated 5 days with anti-CD3/CD28 beads in the indicated 

conditions. n=6 donors, paired t-test. C) Same experimental design as in B) with 

conditions as annotated, n=6 donors, Wilcoxon test. D) Coated anti-CD2 and anti-

CD3 together with soluble anti-CD28 were given 5 days to naive CD4 T cells in Th0 

or Th17 conditions. Cytokine concentrations were measured after 24h restimulation 

at day 5. Mean and SD shown. n=8. Wilcoxon test. E) Day 5 Intracellular FACS 

analysis of Th cells differentiated as in B. Dot plots show a representative donor. F) 

Quantification of live total CD4 T cells producing either IL-17A or IL-17F. n=6 donors. 

Paired t-test. G) Representative donor of CD4 memory T cells with intracellular FACS 

staining for IL-17A versus IL-17F. H) Venn Diagrams of IL-17F+/IL17A- Th cells co-

producing IL-22, IFN-γ, IL-21 of naive CD4 T cells in the condition IL-12+IL-1β. Mean 

percentage and confidence interval, n=6 donors. I) Venn Diagrams of IL-17F+/IL17A- 

Th cells co-producing IL-22, IFN-γ, IL-21 of memory CD4 T cells stimulated 5 hours 

with PMA/ionomycin. Mean percentage of 6 donors with confidence interval.  

 

Supplementary Figure Legends 

Figure S1 Related to Figure 1 and Figure 2: Descriptive analysis of 36 DC-

derived communication molecules. A) Example of raw FACS staining of MoDC 

communication molecules after 24 hours stimulation with Medium, LPS, Zymosan or 

Flu. 29 surface markers measured of one representative donor are shown. B) 

Statistical analysis comparing a given DC stimulation to the other 3 for each signal 

annotated. P-values are annotated in the table, red should be considered as 

significant. Paired Wilcoxon test was used (n=14). C) PCA performed either on the 

whole dataset (left and middle panel) or on the 6 most frequent perturbators (right 

panel) used across MoDC and bDC stimulations. From left to right colors respectively 

indicates, the dates of experiments, the DC subset, the 6 most frequent DC 

stimulations.  
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Figure S2 Related to Figure 3: Mathematical description and statistical analysis 

of Th cytokine profiles. A) Table showing three key mathematical parameters of the 

Exp Fold and the 17 Th derived cytokines. First column: the range of expression (the 

number of log on which the data are expressed). Second column: the percentage of 

positive observations among the 428 datapoints. Third column: the coefficient of 

variation. Communication molecules were ranked based on their range of expression 

and their coefficient of variation. B) Statistical analysis comparing selected Th 

cytokines within the following groups: Medium-MoDC, LPS-MoDC, Zymosan-MoDC 

and Flu-MoDC. The statistical test used is paired Wilcoxon test on n=14 donors. C) 

Expression profiles of the Exp Fold and the 17 Th derived cytokines within the six 

groups of DC conditions defined by hierarchical clustering. Expression data were 

logged transformed and scaled so as µ represents the mean and σ the SD of the 

expression of a given communication molecule across the whole dataset (n=428). 

Figure S3 Related to Figure 4: Multivariate modeling strategies applied to our 

DC-T datasets. A) Comparative analysis of distinct modeling strategies on simulated 

data. Using ROC curves, we applied the annotated strategies in terms of true and 

false discovery. The simulated dataset mimics the features of our DC and T cell 

experimental data but for which we artificially attributed a link between DC signals 

and Th cytokines. This allowed us to compare four different types of modeling 

strategies (Raw, OR, MultivarSel and sPLS) and different variable selection methods 

(Lasso, Stability Selection and CV) by analyzing their false and true positive rates. B) 

Frequency of selection of input variables established through model stability 

selection. Stability selection was applied after our MultivarSel strategy to the full DC-

T dataset (n=428). C) Table showing for each output (Th signals) the input that 

minimizes its mean squared error of prediction in an univariate model, with its 

spearman correlation coefficient and its adjusted p-value. D) Error of prediction 

(obtained by 10-fold cross-validation) of the model respectively on blood DC dataset 

(n=118) and MoDC dataset (n =310) E) Example of distribution of the squared error 

of prediction per DC-type for IL-22, TNF-β and Exp Fold. Allows to see the number of 

data points with the highest error of prediction.  

Figure S4 Related to Figure 5: Complementary Th secretion profiles of the 

tested conditions for systematic model validation. A) Fold change of the cytokine 

concentration estimated versus experimentally measured for the four indicated 

cytokines. n=6 independent donors B) Mean cytokine concentration and SD indicated 
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for each condition. n=6 C) Mean cytokine concentration and SD indicated for each 

condition. n=6 D) and E) Mean cytokine concentration and SD indicated for each 

condition. n=6 F) Boxplot of the coefficient and stability selection frequencies in the 

two conditions: True (validated predictions) and False (not validated), Wilcoxon test. 

Performed only for IL-12, IL-1 and ICOSL validations.  

Figure S5 Related to Figure 6: Quantification of context-dependent input-output 

associations. A) Prediction of error comparison between MultiVarSel and “all_with 

model” performed for each Th output. B) Quantification per input of the number of 

times it is selected as associated to an output in the 36 context-dependent models 

(Table S5). The total number of associations (resp. the number associations of the 

input alone, resp. the input with another) is represented in the column ‘Number’ 

(resp. Number alone, resp. Number with) the ratio (Number with / Number) is 

represented in the column ‘Percentage’ C) Same as panel B but per output instead of 

input. D) On 8 distinct donors of coculture MoDC/naive CD4 T cells experiments IL-

12 was blocked using neutralizing antibody. After the coculture at day 6, Th cells 

were restimulated 24 hours at 1 million cells/mL and the amount of IFN-γ was 

determined using CBA. Paired student’s t-test was applied to compare two 

conditions. E) Model predictions on IL-12 in silico KO in the condition MoDC-curdlan 

(10 µg/mL) for IL-17A and IL-17F values. Real values in the presence of IL-12 are 

compared to predicted values obtained in the absence of IL-12. F) Concentrations of 

IL-17A, IL-17F and IFN-γ produced by Th cells after coculture with MoDC treated 

with 10 µg/mL curdlan, in the presence of neutralizing antibody specific for IL-12 or 

matching isotype. n=4 donors. Paired t-test was performed to compare the means. 

Figure S6 Related to Figure 7: In depth characterization of Th cells polarized in 

the IL-1+IL-12 condition. A) Multivariate model explaining the differences between 

IL-17F and IL-17A for a stability selection threshold of 0.8. B) Cytokine profiles of Th 

cells differentiated in distinct cytokine condition: Th0 (medium), Th2 (IL-4), IL-12, IL-1 

(IL-1β), IL-12+IL-1 and Th17 (IL-6+IL-1β+TGF-β+IL-23), measured by CBA on 6 

donors. Paired student’s t-test was used for statistical analysis. C) IL-17A and IL-17F 

were measured by CBA in the supernatants of Th cells differentiated in distinct 

cytokine condition: Med, IL-12, IL-1β, IL-6, IL-23, TGF-β, IL-12+IL-1β, IL-6+IL-12, IL-

23+IL-12, TGF-β+IL-12, IL-6+IL-23+IL-1β+TGF-β. This experiment was performed on 

3 donors. D) Comparison in the same naive CD4 DC-free culture system of the effect 

of IL-1α and IL-1β on the production of six distinct cytokines: IFN-γ, IL-17A, IL-17F, 
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TNF-α, IL-13, IL-10. This experiment was performed on 3 donors. E) DC-free 

differentiation assay performed using anti CD3/CD28 beads in the indicated cytokine 

conditions. n=6, Wilcoxon test was used for statistics. F) Example of FACS CTV 

staining for Th proliferation assessment at day 5. G) Quantification of the % of alive 

cells in each peak of the CTV staining for each condition. n=3, paired t-test was 

performed H) qPCR expression profiles for selected genes in the following conditions 

Th0, Th2, IL-12, IL-1β, IL-12+IL-1β, Th17 (IL-6+IL-23+IL-1β+TGF-β). n=6. Wilcoxon 

test was used.  

Figure S7 Related to Figure 7: Detailed description of distinct experimentally 

validated predictions. A) PCA using 63 genes measured by qPCR in the 6 

indicated Th conditions B) Detailed descriptions of the contribution of each 63 genes 

to the two first dimensions of the PCA represented in A). C) Systematic univariate 

analysis evaluating the Pearson correlation between IL-17A and IL-12 in the 

presence of IL-23 and another input (listed in the column ‘Inputs’) the number of 

samples having both of these inputs is in column ‘Number’. D) Pearson correlation 

between IL-17A and IL-12 in the presence or absence of IL-1 and IL-23. E) Dot plot 

representing the correlation between IL-12 and IL-17A on IL-23 positive data points. 

F) qPCR measuring RORc, IL-17A and IL-17F in the indicated conditions. n=6 

independent donors. Wilcoxon test was used for statistical analysis G) Positive 

control showing the validation of the anti-CD2 agonist antibody through the measure 

of Exp Fold in the Th0 condition n=8 H) Representative intracellular cytokine staining 

for IL-17A and IL-17F performed in the Th17 and Th17+anti-CD2 conditions. I) 

Quantification of the intracellular FACS staining performed in H) for 8 distinct donors. 

Wilcoxon analysis. J) Representative raw data staining of intracellular FACS for IFN-

γ, IL-21, IL-22, IL-17A and IL-17F in 6 distinct conditions, Th0 (medium), Th2 (IL-4), 

IL-12, IL-1 (IL-1β), IL-12+IL-1 and Th17 (IL-6+IL-1β+TGF-β+IL-23) for naive CD4 

culture. K) Representative raw data staining of intracellular FACS for IFN-γ, IL-21, IL-

22, IL-17A and IL-17F for memory CD4 purified cells, previously isolated by magnetic 

sorting, and restimulated 5 hours with PMA/ionomycin.  

 

STAR�Methods 

 

LEAD CONTACT AND MATERIALS AVAILABILITY 
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Further information and requests for resources and reagents should be directed to 

and will be fulfilled by the Lead Contact, Vassili Soumelis (vassili.soumelis@curie.fr). 

This study did not generate new unique reagents. 

 

EXPERIMENTAL MODEL AND SUBJECT DETAILS 

Human subjects 

Apheresis blood from healthy human blood donors were obtained from Etablissement 

Français du Sang (French Blood Establishment) after written informed consent and in 

conformity with Institut Curie ethical guidelines. Gender identity and age from 

anonymous donors were not available, but all donors were between 18 and 70 years 

old (age limits for blood donation in France). 

 

METHOD DETAILS 

PBMCs purification 

PBMCs were isolated by centrifugation on a density gradient (Lymphoprep, 

Proteogenix). 

 

MoDC generation and activation 

CD14+ cells were selected from PBMCs using magnetically labeled anti-CD14 

Microbeads and MACS LS columns following manufacturer’s instructions 

(MiltenyiBiotec). CD14+ cells were then cultured with IL-4 (50 ng/mL) and GM-CSF 

(10 ng/mL) (MiltenyiBiotec) for 5 days in RPMI 1640 Medium, GlutaMAX (Life 

Technologies) with 10% Fetal Calf Serum. Monocyte-derived Dendritic Cells (MoDC) 

were activated for 24 hours using one or a combination of perturbators as described 

in Table S1. 

 

Blood dendritic cells purification 

A step of DC pre-enrichment was performed from PBMCs using the EasySep Human 

Pan-DC Pre-Enrichment kit (StemCell Technologies). Total DC were sorted on a 

MoFloAstrios (Beckman Coulter) as Lineage (CD3, CD14, CD16, and CD19)−, CD4+ 

(Beckman Coulter), CD11c+ (BD), as described in (Alculumbre and Pattarini, 2016).  

 

CD4+ T lymphocytes purification 
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Naive CD4+ T lymphocytes were purified from PBMCs using the EasySep™ Human 

Naive CD4+ T Cell Isolation Kit (StemCell Technologies). Memory CD4+ T cells were 

purified from PBMCs using the Memory CD4+ T cell isolation Kit (MiltenyiBiotec). 

 

Paired protein measurement in DC/T coculture  

After 24 hours DC or MoDC activation with DC stimuli listed in Table S1, culture 

supernatants were kept for cytokine analysis for IL-23, IL-28α, IL-1, IL-10, IL-12p70, 

IL-6, TNF-α, while cells were washed in PBS. Some cells were used for for surface 

staining of the following markers: B7H3, CD30L, 4-1BBL, PDL2, VISTA, CD40, 

CD54, CD58, ICAM-2, ICAM-3, CD18, CD29, SLAMF5, SLAMF3, PVR, CD11a, 

CD100, LIGHT, Nectin-2, Jagged-2, Galectin-3, CD70, CD80, CD83, OX40L, PDL1, 

CD86, ICOSL and HLA-DR. And the remaining cells were put in coculture with 

allogeneic naive CD4 T cells, at a ratio of 1 DC for 5 T cells, in X-VIVO 15 medium 

(Lonza). For FACS staining, a single batch of commercially available antibodies was 

used across the study.After 6 days of coculture, T cells were washed and live cells 

were counted at the microscope using trypan blue to calculate Exp Fold. T cells were 

reseeded at 1x106/mL and restimulated with anti-CD3/CD28 Dynabeads 

(LifeTechnologies). 24 hours later supernatants were collected to measure the 

following T cell cytokines: IL-2, IL-3, IL-4, IL-5, IL-6, IL-9, IL-10, IL-13, IL-17A, IL-17F, 

IL-21, IL-22, IL-31, GM-CSF, IFN-γ, TNF-α, TNF-β. In each coculture experiment, 

one single DC donor was coupled to a different single CD4 T cell donor. For each 

DC/T cell pair, the measurement of DC derived signals and Th cytokines were 

performed in parallel, leading to the acquisition of paired data for the 36 DC derived 

signals and the 18 T cell parameters measured.  

 

IL-12 blocking experiment 

For IL-12 blocking experiment, after 24 hours activation with Zymosan (10µg/mL) or 

curdlan (10 µg/mL), MoDC were incubated during one hour at 37°C in the presence 

of 20 µg/mL of anti-IL-12p70 blocking antibody or its matched isotype control. Then, 

naive CD4 T cells were added to the culture. Antibodies were maintained for the 

duration of the co-culture. After 6 days of coculture cells were washed and reseeded 

at 1x106/mL and restimulated with anti-CD3/CD28 Dynabeads (LifeTechnologies). 24 

hours later supernatants were collected to measure T cell cytokines.  
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CD28 blocking experiment 

For CD28 blocking experiment, MoDC were first activated for 24 hours with Flu (1X), 

LPS (100ng/mL) or Zymosan (10 µg/mL). Then, activated DC were cocultured with 

allogeneic naïve CD4 T cells in the presence of 5 µg/mL anti-CD28 blocking antibody 

or its matched isotype control (Figure 5A). Antibodies were maintained for the 

duration of the co-culture. After 6 days of coculture cells were washed and reseeded 

at 1x106/mL and restimulated with anti-CD3/CD28 Dynabeads (LifeTechnologies). 24 

hours later supernatants were collected to measure T cell cytokines. We 

systematically measured all Th outputs predicted to be associated either to CD80 or 

CD86 (Figure 5B). Finally, we compared the estimated (in silico prediction) and the 

real (experimental) fold change (FC) (Figure 5B). A FC higher or lower than one for a 

given Th output indicated an inhibitory versus inducer role of CD80/CD86, 

respectively. 

 

Addition of rhIL-12p70 during DC/T coculture 

Sorted myeloid-DC were activated for 24 hours with zymosan (10 µg/mL) or HKSA 

(MOI 1). Then, 10,000 activated DC were cocultured with 50,000 allogeneic naive 

CD4 T cells in the presence or absence of 10 ng/mL rhIL-12p70. After 6 days of 

coculture, 100,000 T cells were restimulated for 24 hours with anti-CD3/CD28 

Dynabeads. Supernatants were then collected for cytokine measurements. 

 

DC-free Th cell polarization 

Naive CD4 T cells were cultured for 5 days with only anti-CD3/CD28 Dynabeads (Life 

Technologies) to obtain Th0 or in combination with either 10 ng/mL IL-12 (Th1), 

25ng/mL IL-4 (Th2), 10 ng/mL IL-1β or IL-1α, 100 ng/mL IL-23, IL-12 plus IL-1β or a 

mix of IL-1β, IL-23, 1 ng/mL TGF-β and 20 ng/mL IL-6 to obtain Th17 (Peprotech) as 

already published (Touzot et al., 2014). At the end of the culture cells were used for 

intracellular staining or washed, reseeded at 1x106/mL and restimulated with anti-

CD3/CD28 Dynabeads (Life Technologies) for 24 hours before collecting 

supernatants for cytokine measure and lysing cells in RLT buffer (Qiagen) for qPCR 

analysis. 

 

ICOS agonism 
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For experiments with anti-ICOS antibody, prior to culture 5 µg/mL anti-CD3 (OKT3 

clone, Biolegend) with 5 µg/mL anti-ICOS or matching isotype control were coated on 

a flat-bottom 96 well plate (TPP) and incubated overnight at 4°C. The plate was then 

washed 3 times with PBS before seeding 32,000 naive CD4 T cells with 1 µg/mL 

anti-CD28 (CD28.2 clone, Biolegend) and cytokines as described above in X-vivo 

medium (Lonza). After 5 days culture, T cells were counted and 100,000 cells were 

restimulated with anti-CD3/CD28 Dynabeads for 24 hours before collecting 

supernatants for cytokine measure. 

We were able to induce the following Th outputs in the Th0 condition: Exp Fold, IL,3, 

IL-5, IL-6, IL-10, IL-13, IL-22, TNF-α and GM-CSF (Figure 5E). In a Th17 condition, 

we were able to demonstrate a positive effect of the ICOS pathway on the production 

of IL-17A (Figure 5E). All these observations were statistically significant, and 

validated the model predictions. However, six predictions on TNF-β, IL-2, IL-21, IL-

17F, IL-4 and IL-31 could not be validated using these experimental settings (Figure 

S4C). For IL-17F, IL-4 and IL-31 we could not detect a significant effect of ICOS 

(Figure S4C), suggesting possible lack of a co-factor. However, for TNF-β, IL-2, IL-21 

we found significant but opposite effects to the one predicted by the model, including 

the positive role of ICOSL in the induction of IL-21 (Table S3). 

 

CD2 agonism 

For experiments with anti-CD2 agonist antibody, prior to culture 5 µg/mL anti-CD3 

(OKT3 clone, Biolegend) with 5 µg/mL anti-CD2 or matching isotype control were 

coated on a flat-bottom 96 well plate (TPP) and incubated overnight at 4°C. The plate 

was then washed 3 times with PBS before seeding 32,000 naive CD4 T cells with 1 

µg/mL anti-CD28 (CD28.2 clone, Biolegend) and cytokines as described above in X-

vivo medium (Lonza). After 5 days culture, T cells were counted and 100,000 cells 

were restimulated with anti-CD3/CD28 Dynabeads for 24 hours before collecting 

supernatants for cytokine measure. 

We showed that our anti-CD2 antibody worked by studying the Exp Fold of naive T 

cells, cultured with anti-CD3 and CD28 with or without anti-CD2. We found that anti-

CD2 significantly induced T cell Exp Fold (Figure S7G). 

 

Flow cytometry analysis 
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Antibodies and matched isotypes were titrated on the relevant human PBMC 

population. For surface FACS analysis on activated MoDC and blood DC the 

complete list of antibodies and important information such as brand, final dilutions, 

reference, clone and colors are given in Key Resources Table. Dead cells were 

excluded using DAPI (Miltenyi Biotec).  

For intracellular cytokine staining, naive or memory CD4 T cells were stimulated with 

100 ng/mL PMA, 500 ng/mL ionomycin and 3 µg/mL Brefeldin A (ThermoFisher) for 5 

hours. To exclude dead cells, CD4 T cells were stained using the LIVE/DEAD Fixable 

yellow dead cell stain kit, following manufacturer’s instructions (LifeTechnologies). 

Cells were fixed and permeabilized using the IC Fix and Permeabilization buffers 

(ThermoFisher). Intracellular cytokines were revealed with fluorescently conjugated 

antibodies against IL-17A (BioLegend), IL-17F (ThermoFisher), IL-21 (BioLegend), 

IL-22 (ThermoFisher), and IFN-γ (BD), or matched isotype controls and acquired on 

a Fortessa instrument (BD).  

 

Cytokine quantification 

Cytokines were quantified in dendritic cell supernatants using CBA flex set for IL-1α, 

IL-1β, IL-6, IL-10, TNF-α and IL-12p70 (also named IL-12) and using Luminex for IL-

23 and IL-28α. Cytokines from T cell supernatants were quantified using CBA flex set 

for, IL-2, IL-3, IL-4, IL-5, IL-6, IL-9, IL-10, IL-13, IL-17A, IL-17F, TNF-α, IFN-γ and 

GM-CSF (BD) and Luminex for IL-21, IL-22, IL-31 and TNF-β following the 

manufacturer’s protocol. 

 

Gene expression quantification 

At the end of the 5 days Th polarization and 24 hours restimulation, total RNA was 

extracted from 100,000 cells using RNA easy micro kit (Qiagen). Total RNA was 

retrotranscribed using Superscript II Reverse Transcriptase (ThermoFisher Scientific) 

in combination with random primers, Oligo(dT) and dNTP (Promega). Transcripts 

were then quantified by real time PCR on a 480 LightCycler Instrument (Roche). 

Reactions were performed using a qPCR Master Mix Plus (Eurogentec) and TaqMan 

assays listed in the Key Resources Table. Raw expression data (ct values) were 

normalized on the mean of two housekeeping genes (B2M and RPL34). 

 

QUANTIFICATION AND STATISTICAL ANALYSIS 
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Dataset quality control – batch effect 

As quality control of our procedure we asked whether experimental batch effect could 

play a role in the differences we observed across our dataset. Selecting the 6 most 

frequent perturbators within our MoDC dataset we performed principal component 

analysis to look for batch effects related to the date of the experiments or the donor 

variability (Figure S1C). 

 

Dataset quality control – T cell expansion 

As a control, we could see that the Exp Fold profiles of CD4 T cells matched the 

activation profiles of DC observed in Figure 1C. Indeed, T cells co-cultured with 

either LPS-MoDC, Zymosan-MoDC or Flu-DC induced significantly more expansion 

than the negative Medium-DC control reflecting good quality controls of the 

experiments (Figure 3B).  

 

Statistical tests 

In the figure legends, n is indicated and corresponds to the number of donors used 

for each experiment. Paired Wilcoxon or t test were applied as detailed in figure 

legends to compare two groups. Significance was retained for *, P < 0.05.  

 

Statistical analysis 

Each variable of the dataset was transformed using first the Box-Cox transformation 

and then a scaling step on both the mean and the variance (using TBoCo package). 

For all analyses performed, cytokine values inferior to 20 pg/mL were considered as 

0, as 20 pg/mL corresponds to the general detection limit of the assay. In order to 

cluster the inputs, outputs and the samples a hierarchical clustering approach was 

applied by using different criterions: Ward’s criterion and Pearson correlation metric 

were used to cluster the inputs and the outputs, while Ward’s criterion and the 

Euclidean metric were used to cluster the samples or DC conditions. The heatmaps 

were generated by using the heatmap.2 package. The correlations between the 

continuous variables were computed by using the Pearson correlation. All statistical 

tests are called “significant” if their p-value is smaller than 0.05. The p-values were 

corrected using Benjamini-Hochberg correction. 
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Boxplots represented are Tukey Boxplot, meaning that the box goes from the first to 

the third quartile, it is cut by the median and the whisker goes from the upper (resp. 

the lower) whisker extends from the third (resp. the first) quartile to the largest (resp. 

the smallest) value no further than 1.5 * IQR from the third (resp. The first) quartile 

(where IQR is the inter-quartile range, or distance between the first and third 

quartiles). Data beyond the end of the whiskers points and are plotted individually.  

 

The fold change represented in Figure 5B and Figure S4A represent the value (real 

or estimated) of an output in the absence of CD80 and CD86 divided by the value of 

the output in the same sample when CD80 and CD86 are present. 

 

Model comparison and ROC Curves 

In order to test different multivariate statistical modeling strategies, and to compare 

them in terms of false and true positive rates, we generated a simulated dataset that 

mimics the features of our DC and T cell experimental data, but for which we 

arbitrarily attributed a link between DC communication signals and Th cytokines, the 

whole strategy is detailed below. 

The Figure S3A aims at assessing the performance of our modelling strategy in 

terms of variable selection and comparing it with other variable selection 

methodologies. In order to do this, we performed numerical experiment: we used the 

real input dataset called hereafter X, simulated a random error matrix (E) with a block 

covariance matrix to mimic the Th subset and a matrix of coefficients (B) to mimic the 

effect of the inputs on the outputs. Using these three matrices we created a new 

output matrix Y=XB+E. On this new matrix Y we applied different modeling 

strategies. 1) The sPLS, 2) the classical Lasso, applied to each column of Y (namely 

each output) independently (Lasso without covariance) 3) Our methodology, called 

MultivarSel, (described in the Modeling strategy section), which consists in estimating 

the covariance matrix of E and use it to remove the dependence between the outputs 

before applying the Lasso methodology (Lasso empirical covariance) 4) Lasso with 

real covariance matrix, the same methodology than ours, but with the real covariance 

matrix of E, corresponding to the internal positive control of this analysis. We also 

assessed stability selection by adding this analysis step to the three last methods 

(Lasso with stability selection and without covariance, Lasso with stability selection 

and empirical covariance, Lasso with stability selection and real covariance matrix). 
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For each part of this methodology, we varied the threshold to vary the number of 

variables that were kept and calculated for each threshold the True Positive Rate 

(TPR) and the False Positive Rate (FPR). The TPR is the number of variables that 

have been properly identified as being relevant for explaining the response divided 

by the total number of explanatory variables. 

We also wanted to assess the sparsity: the percentage of non-zeros in the matrix B. 

Namely the percentage of pairs of input-output that actually interact together. To do 

this, we made different scenarios with high and low sparsity (0.01 and 0.3). For all of 

these scenarios we simulated 1000 different Y, so we performed all this methodology 

1000 times each and we calculated at each time, for each methodology and for each 

threshold the TPR and the FPR. We then took the mean of this TPR and FPR for 

each methodology and for each threshold. We also assessed the importance of the 

stability selection. 

We can see that our MultivarSel Strategy (Lasso empirical covariance) provides 

better results than sPLS and Lasso without covariance. Moreover, we observed that 

its performance is similar to Lasso with the real covariance matrix (the positive 

control), which means that we greatly estimated the dependence among the outputs. 

We also noted that the larger the sparsity level, the smaller the differences of 

performance between MultivarSel (Lasso empirical covariance) and Lasso without 

covariance, while the differences between Lasso empirical covariance and sPLS are 

bigger. We can see that adding the stability selection step improves a lot the results. 

 

Modeling strategy 

In order to select the most relevant inputs for modeling the outputs, we used the 

linear model methodology recently developed in (Perrot-Dockès et al., 2018) which 

has already been successfully applied to metabolomics data in (M. Perrot-Dockès, 

2018). The great advantage of such an approach is to propose a Lasso-based 

criterion (Tibshirani, 1996) taking into account the dependence that may exist 

between the outputs. The parameters involved in the criterion are chosen thanks to 

10-fold cross-validation and stability selection with 1000 resampling (Nicolai 

Meinshausen and Bühlmann, 2010). The numerical experiments were performed 

using the real inputs data set. Then, in order to mimic the Th groups, a random error 

matrix having a blockwise constant covariance matrix was generated.  
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The ROC curves display the True positive rate (TPR) as a function of the False 

positive rate (FPR) where the TPR is the number of variables that have been 

properly identified as being relevant for explaining the response divided by the total 

number of explanatory variables. The FPR is the number of variables that have been 

wrongly identified as being relevant for explaining the response divided by the total 

number of variables that do not explain the response. To look for a context 

dependent role of IL-12p70 in the presence of another input we performed the same 

methodology but instead of modeling the outputs by using only the inputs, some new 

variables were added: they correspond to a combination of IL-12p70 with the other 

inputs. More precisely, for instance, the variable “IL-12p70 with IL-1” is equal to the 

value of IL-12p70 for the samples having a positive concentration in IL-1 and to zero 

for the samples for which the concentration in IL-1 is equal to zero. 

We propose the following modeling for the outputs:  

(1)           � = �� + �,   

where � denotes the 	 × � output matrix, � denotes the 	 ×  design matrix 

containing the inputs, � is an unknown  × � coefficient matrix and � is the 	 × � 

random error matrix. Here, 	 corresponds to the number of samples, � is the number 

of outputs and  denotes the number of inputs. In order to take into account the 

potential dependence that may exist between the outputs, we shall assume that each 

row � of � satisfies: 

(2)           ���,�, … , ��,�� ~ � ��, ���, 
where �� denotes the covariance matrix of the �th row of the random error matrix. 

In order to select the most relevant inputs for explaining the outputs, the methodology 

that we propose can be summarized in the following three steps: 

First step: Fitting a multiple regression model to each output to have an estimation of 

the error matrix: �� and computing its empirical covariance matrix.  

Second step: Using this empirical covariance matrix to remove the dependence in �, 

namely between the outputs.  

Third step: Selecting among the inputs the most relevant for explaining the outputs 

by applying a Lasso approach to the transformed data as explained in the second 

step. 

First step: Residuals and covariance matrix 
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We obtained an ordinary least square (OLS) estimator of � by fitting a multiple 

regression model which is not a variable selection method. More precisely, the 

corresponding estimator ����� is defined by 

����� = �� !�	� "‖� − ��‖%
%&, 

Using �� ��� we got an estimation of �: �� = � − ������. Then, we computed the 

empirical covariance matrix ��� of ��. 

Second step: Transformation 

Let us recall that the standard Lasso criterion, proposed by (Tibshirani, 1996) 

estimates � in the following univariate linear model: 

(3)           � = �� + �, 
by 

(4)           �'()* = +,-./012∥ � − �� ∥4
4+ ) ∥ � ∥56, 

where �, � and � are vectors. Usually, the components of � are assumed to be 

independent. 

Thus, we proposed to transform Model (1) to be able to use the Lasso criterion as 

follows. First, we removed the dependence among the outputs: 

(5)           �7'8
95 4⁄ = ��7'8

95 4⁄ + �7'8
95 4⁄ , 

where ;��
9� %⁄  denotes the inverse of the square root of ;�. 

Then, we applied the <=> operator which consists in stacking the columns of a matrix 

into a single column vector. 

� = ?@A��7'8
95 4⁄ � = ?@A���7'8

95 4⁄ � + ?@A��7'8
95 4⁄ � 

= ?@A B�7'8
95 4⁄ �′ ⊗ �E ?@A(�* + ?@A��7'8

95 4⁄ � 

= �F + G. 
Third step: Variable selection 

Thanks to the previous transformation, the Lasso criterion can be applied to I =
<=>��;��

9� %⁄ �. Since � = JKL(M*, estimating the coefficient of � boils down to 

estimating the coefficients of �. The parameter N in (4) is chosen by 10-fold cross-

validation followed by a stability selection step with 1000 resamplings, as proposed 

by (Nicolai Meinshausen and Bühlmann, 2010). 

The squared error of prediction of the different models were assessed using 10-fold 

cross-validation (Figures 4A, 6B, S3D, S3E and S5A). 
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Systematic literature review 

To assess the literature and evaluate the generated multivariate model of Figure 4B, 

we conducted a systematic literature review to identify articles indexed on the 

PubMed database by March 1st 2017, examining the effects of inputs on naive CD4+ 

cells. 

One of three different search strategies was used to export references from the 

PubMed database into the reference management software EndNote™. 

We started by performing the first search strategy which consisted of using free text 

to search English language articles for the input (or any of its aliases) and the output 

(or any of its aliases). If the search yielded 20 or less results, the references were 

exported into EndNote™.  

If not, then we performed the second search strategy, which consisted of searching 

English language articles for the input (or any of its aliases) and the output (or any of 

its aliases), both in the title or abstract, and at least one of the following medical 

subject heading terms: “cell differentiation” or “CD4-positive T-lymphocytes” or 

“lymphocyte activation». If the search returned 50 or less results, the references were 

exported into EndNote™. If not, then we carried out the third search strategy which 

returned English language articles that had both the input (or any of its aliases) and 

the output (or any of its aliases) in the title or abstract, as well as indexes to both of 

the following medical subject heading terms: “cell differentiation” and “CD4-positive 

T-lymphocytes”. Results were exported into EndNote™. 

The electronic searches generated a total of 14,748 references that were managed 

through EndNote™. A manual search of references from review articles and other 

records identified 21 additional publications that were not included in the search 

results. Of these 14,769 articles, 9,780 duplicates were removed, leaving 4,989 

records to be screened.  

Titles and abstracts were screened by 2 independent reviewers. Publications were 

selected for further in-depth consideration if they met all of the following inclusion 

criteria: 1) Journal Article, 2) Examining the effect of one input at a time, 3) Testing 

on naive CD4+ T cells, which were defined as CD4+ and CD45RA+ and/or CD45RO- 

and/or CD25- cells. Studies were excluded from the analysis if: 1) Full-text article, 

Title and/or abstract were not available, 2) Methods and/or experiments and/or 

results were unclear or inconclusive or of low quality. Reasons for removing articles 
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included not performing proper experimental controls, insufficient information, lack of 

replicates and/or statistical analysis. 

The reviewers excluded 4,589 articles because they did not meet the inclusion and 

exclusion criteria, leaving 400 articles of which, at least, the figures and materials and 

methods sections were examined. Finally, 178 publications met all the inclusion 

criteria and underwent data extraction.  

Extracted information included the PubMed identifier, the input, the output, the input’s 

effect on naive CD4+ T cells in regards to the output, the experimental context and 

setup (e.g., details about T cell stimulation context, input’s concentration, duration…) 

and the organism. Data were cross-checked by the 2 reviewers, and any ambiguities 

were discussed and resolved through a consensus.  

The Exp Fold was not included in the literature review so it was not included in the 

following literature validation score.  

Calculation of the literature validation score: an association predicted by our model 

(Figure 4B) between an input and an output was considered as “new” if none of the 

178 publications found that the input induces or inhibits the output. Absence of effect 

depicted in some articles was not considered relevant to assess novelty of the 

prediction. It was “validated” if at least one of the 178 publications found similar 

results than our model and “contradictory” if none of the study found the same results 

than our model but at least one found an opposite result. Opposite result would be an 

induction if the model predicted a negative coefficient or an inhibition if our model 

predicted a positive coefficient. 

 

DATA AND CODE AVAILABILITY 

The dataset generated during this study is available in Table S2. 

All references from literature mining are listed in Table S3. 

Software used for flow cytometry data analysis was FlowJo software (TreeStar). 

Software used for CBA analysis was FCAP Array v3. 

Software used for statistical analysis was Prism software v5 (GraphPad). 

Software used for statistical analysis and modeling was R version 3.5.2. 

The R packages used to perform this study are: package MultiVarSel 1.0.0 used for 

modelling and package TBoCo 0.0.1 for boxcox transformation available at 

https://CRAN.R-project.org/package=MultiVarSel. 

This study did not generate code. 
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Supplementary Tables 

Table S1 Related to Figure 1: Number of data point generated per stimulation 

per DC subset: This table recapitulates the number of distinct data points 

corresponding to the biological replicates (column Frequency) generated for each DC 

stimulation on bDC or MoDC. 

Table S2 Related to Figure 1, 2 and 3: Complete input-output numerical 

dataset: This table recapitulates all the raw data used to perform the statistical 

models. For all surface markers, the mean fluorescence intensity (MFI) was 

computed using FlowJo analysis software. Each parameter was considered 

individually and the MFI was calculated on live events determined by DAPI staining. 

For both DC and Th cytokines values correspond to pg/mL. 

Table S3 Related to Figure 4 and 5: Literature data extracted under the form of 

input-output and their relationship. Literature table) This tab recapitulates all the 

data used for the Figure 4D to construct our literature validation. Each DC-derived 

communication molecule for which literature data were found are represented in the 

column “input” and is associated to a given Th cytokine as indicated in the column 

“output”. For each input/output association, the type of association (induction, 

inhibition, no effect, no induction) was extracted from the given figure and the 

reference can be retrieved through its PMID number. This tab also provides the 

molecular and experimental context, the species, the experiment type (in vitro versus 

in vivo). Prediction classification) In this tab we use our global literature assessment 

to recapitulate, for each prediction made by the model of Figure 4, if the prediction 

was considered as “new” (never studied in the literature), “validated” (found in at 

least one other study) or “contradictory” (not validated and contradictory to at least 

one of the studies in the literature). 

Table S4 Related to Figure 4: New input-output associations predicted by our 

data-driven Lasso penalized regression model. This table provides the list of all 

input/output associations found by our modeling strategy as presented in Figure 4B 

and retrieved as novel when confronted to the literature validation analysis in Figure 

4D. Depicted scores correspond to model coefficient and frequencies obtained in the 

stability selection analysis. 

Table S5 Related to Figure 6: Context-dependent models. Table showing the 36 

distinct “context dependent” models. The context dependencies of each input one by 
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one is addressed in a specific model following the strategy detailed in Figure 6. The 

threshold of the stability selection has been put to 0.6 for all the models. 

Table S6 Related to Figure 7: Normalized expression values of the 63 genes Th 

related genes measured by qPCR. Each column shows the normalized value, in 

arbitrary units, of expression of the indicated genes. Six donors were included and 

stimulated with anti CD3/28 beads in the indicated conditions: Th0, Th2, IL-β, IL-12, 

IL-12+IL-1β and Th17. Normalization of the expression values was performed for 

each data point on the value of the mean of two housekeeping genes (RPL34 and 

B2M).  
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FIGURE 1: Variability and specificity of DC communication signals



FIGURE 2: The diversity of DC states is defined by unique combinations of communication molecules
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FIGURE 3: Th cytokine responses mirror the variability in DC communication states
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FIGURE 4: A data-driven Lasso penalized regression model predicts multiple Th differentiation 
outcomes from DC-derived communication signals expression
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FIGURE 5: Independent and systematic experimental validation of model’s prediction
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FIGURE 6: Context-dependent model reveals a role for IL-12p70 in Th17 differentiation
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A

FIGURE 7: Synergistic interaction of IL-12p70 and IL-1 cytokines in 
the specific induction of IL-17F without production of IL-17A
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